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Analysis and Reduction of Cross-Modulation
Distortion in CDMA Receivers

Vladimir Aparin and Lawrence E. Larson, Fellow, IEEE

Abstract—The jammer cross modulation (XM) transferred
from a transmitter (TX) CDMA leakage by a receiver circuit
is analyzed using the Volterra series and statistical theory. The
measured “double-hump” XM spectrum is explained based on
the CDMA signal statistics derived using the proposed system
model of a reverse-link CDMA signal. The analysis shows that
the XM distortion is affected by the circuit behavior not only
at the jammer and the TX leakage frequencies, but also in the
CDMA signal baseband and at the sum and difference of the
excitation frequencies. This theory was verified on a 2-GHz Si
bipolar junction transistor low-noise amplifier whose out-of-band
terminations were optimally tuned to significantly reduce its XM
distortion.

Index Terms—Bipolar transistor circuits, code-division
multiaccess, cross-modulation (XM) distortion, nonlinear circuits,
spectral analysis, statistics, Volterra series.

I. INTRODUCTION

HE continuing miniaturization of CDMA phones makes

the receiver (RX) front-end design more challenging. The
new generation of antenna duplexers use surface acoustic-wave
(SAW) technology and have much smaller size than their
predecessors—ceramic duplexers. The isolation between the
transmitter (TX) and RX ports of the new duplexers is lower
than it used to be and causes a stronger TX leakage to the RX
input. Thisleakage is generally not a problem on its own. How-
ever, in the presence of a strong in-band jammer transmitted
by a nearby analog base station, the TX leakage modulation is
transferred to the jammer by the RX nonlinearities widening
the jammer spectrum, as shown in Fig. 1. This widening
is called cross modulation (XM). It contaminates the RX
channels adjacent to the jammer reducing the RX sensitivity.
To comply with the single-tone desensitization requirement of
the ANSI/TIA/EIA-98-D Standard [1], CDMA RXs must be
designed to be very linear.

To aid the linearization of CDMA RX front ends, the effect
of the circuit characteristics on the XM distortion must be un-
derstood. This effect can be analyzed using the power series
approach [2], [3], which is the tool of popular choice due to
its simplicity. However, it is only applicable to memoryless cir-
cuits, i.e., circuits with zero reactances and, thus, frequency-in-
dependent characteristics. RF circuits do not satisfy this crite-
rion, and require the use of the harmonic-balance circuit enve-
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Fig. 1. XM in a CDMA transceiver.

lopeor Volterra-seriestechniques. Though very powerful circuit
simulation tools, the harmonic-balance and circuit envelope do
not give an insight on how XM is affected by parameters and
terminal impedances of an active device. The Volterra-series
analysis often gives a closed-form solution for adistortion in a
weakly nonlinear circuit showing the contributions of different
nonlinearities to the distortion and the effect of out-of-band ter-
minations. Thelatter can be used to efficiently reducethe circuit
distortion [4]-{8].

Another challenge of the XM analysisis taking into account
the pseudorandom nature of a CDMA signal. The analysis pre-
sented in [2] treats the TX CDMA leakage as a harrow-band
Gaussian noise (NBGN) yielding the same expression for the
total XM power as in [3]. The Gaussian approximation of a
CDMA signal is often used in analyzing other types of distor-
tion such as spectral regrowth [9], [10]. The popularity of this
approximation is due to the fact that the expansion formulas of
the higher order normal momentsarewell known [11], [12], and
they significantly simplify the distortion analysis. However, the
NBGN model overestimates the XM distortion and, therefore,
requires an empirical fitting of the XM noise in the adjacent
RX channel, asin [3]. Nor can it explain acommonly observed
XM power drop closer to the jammer center frequency resulting
in a“double-hump” spectrum shape. These deficiencies of the
Gaussian approximation require a development of a new more
accurate model.

Such a model was proposed in [13] and is used here in a
more extensive review of the XM distortion in CDMA RXs.
Section Il gives foundations for this model and usesit to derive
the statistical properties of a CDMA signal that are compared to
the Gaussian noise properties. Section |11 uses a Volterra series
to analyze the XM of a single-tone jammer in a weakly non-
linear common-emitter circuit. It derives arelationship between
the XM distortion and input-referred third-order intercept point
(ITP3). Section IV discusses the dependence of the XM distor-
tion on the circuit out-of-band terminal impedances. This de-
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Fig. 2. 1S-95 CDMA reverse-link modulator.

pendence was used to efficiently linearize a 2-GHz Si bipolar
junction transistor (BJT) low-noise amplifier (LNA) described
in Section V. Section VI presents measured data to confirm the
theoretical results.

II. TIME-DOMAIN MODEL AND STATISTICAL PROPERTIES
oF CDMA SIGNAL

To aid the XM analysis, a CDMA signal will be described
here in the time domain according to the 1S 95 CDMA
reverse-link modulation scheme shown in Fig. 2. The hi-
nary-valued transmitted data is first split into the 7 and @) data
sequences and spread by the orthogonal PN codes at the rate
R; = 1.2288 Mc/s using a modulo-2 addition. The spreading
codes are assumed infinitely long. The @ sequence is delayed
by half aPN chip time resulting in offset quadrature phase-shift
keying (OQPSK) spreading. After passing the baseband filters,
the I and @ sequences become

o

I(t) = ixh(t+ (/7 — k)T,) (1a)

auh(t+(¢/m — k+1/2)T,)  (1b)

where i, and g;. are uncorrelated random numberstaking values
of +1 with equal probability, A(¢) istheimpulse response of the
filters, ¢ isarandom phase uniformly distributed in (0, =), and
T, isthe chip time equal to 1/R;.

The 1S-95 baseband filter is implemented as a 48-tap finite
impulse response (FIR) filter with the impulse and frequency
responses shown in Fig. 3. With an acceptable accuracy, it can
be modeled as an ideal low-pass filter with the cutoff frequency
of B/2 and infinite impulse response h(t) = sinc(Bt), where
sinc(z) = sin(nz)/(nz) and B = 1/T; = 1.2288 MHz. The
impulse and frequency responses of this brick-wall filter are
compared to the 1S-95 filter responses in Fig. 3. With this ap-
proximation, the filtered I and @ signals are given by

oo

I(t)= Y irsinc(Bt+ ¢/m — k) (2a)
k=—oc0

Q)= Y qsinc(Bt+¢/mr—k+1/2).  (2b)
k=—oc
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Fig. 3. Responses of 1S-95 and brick-wall filters. (a) Impulse responses. (b)
Frequency responses.

After the baseband pulse shaping, the I and @ signals are
modul ated on two carriersin quadrature and summed producing
the transmitted signal

o(t) = i(t) + o(?) (33)
where
i(t) = cos(w.t + 6) i trsine(Bt + ¢/m — k) (3b)
k=—oc

q(t) = sin(w.t + ) Z arsinc(Bt + ¢/m — k +1/2)
k=—o0

(30)

w.. istheangular frequency of the carriers and 8 istheir random
phase independent of ¢ and uniformly distributed in (0, 27).
Equations (3a)—<3c) constitute the time-domain model of a
reverse-link CDMA signal with unity variance. In general,
this signal can be described as V. .msc(t), Where V2, is
its mean-square voltage or variance. A forward-link CDMA
signal is quadrature phase-shift key (QPSK) modulated and,
for a single active Walsh-coded channel, is also modeled by
(38)—(3c) without 1/2 in the sinc-function argument of (3c).
According to the interpolation formula of the sampling
theorem [14], any signal confined to the band (—B/2, B/2)
can be accurately represented by an infinite sum of the sinc
pul ses spaced periodically 1/B seconds apart and weighted by
the signal samples at the corresponding time instants. Thus,
(38)—(3c) can be viewed as a general time-domain model of
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two band-limited signals OQPSK modulated on a carrier with
it and gz being their samples. If these samples are normally
distributed, (3a)—(3c) describe NBGN. Thus, the important
difference between the models of a CDMA signal and NBGN
isin the statistical properties of the 5, and ¢;, samples.

The correlation properties of ; and ¢, for a CDMA signal
¢(t) and NBGN n(t) are the same and are given by

Elizq} = E{i}E{q} =0

h 1 ifk=1
Eliyiy = E{qrqi} = {0 oy

(49)
(4b)
where F{ } isthe statistical average (or expectation). Distortion

analysis a so requires the knowledge of the nth moments of the
iy, and ¢, samples. For a CDMA signal

. N 0, if n isodd
Eli; = Bl ) = {1 ifZiSeVen ©
and, for NBGN [11]
By — o 0, if nisodd
{ig} = {Qk}—{1,3.5...(71_1)7 if niseven.

(6)

Thus, the higher even-order moments of the 7 and ¢ samplesfor
NBGN exceed those for a CDMA signal, which causes NBGN
to exhibit a stronger distortion.

Since E{ix} = E{q,} = 0,bothaCDMA signal and NBGN
have zero mean. Due to the randomness and zero cross-correla-
tion of ¢ and 6, the statistical propertiesof ¢(¢) and ¢(¢) aretime
independent. Thus, aCDMA signal and NBGN and their distor-
tions are stationary processes under the made assumptions. To
shorten the formulas, the time variable ¢ will be set to zero in
further derivations without losing accuracy. As shown in Ap-
pendix A, ¢(t) and n(t) have the same autocorrelation function
given by

R (1) = R, (1) = sinc(B7) cos(w,T). 7

The Fourier transform of thisautocorrelation function yieldsthe
following two-sided power spectral density (PSD) function

Sc(w):sn(w):{l/(w)v ol — el <78

0 otherwise.

7

In the remainder of this paper, to shorten expressions for the
PSD, only the frequency rangeswhereit isnonzero will be men-
tioned.

The characteristic function of areverse-link CDMA signal is
derived in Appendix B and is given by

M(v) = 271r_2 0277 dg /07T d¢ ﬁ cos [v cos(f) ;Hi((li)gr}
cos(9)

¢ — k7r—|—7r/2} - O

The above integral belongs to a group of sinc-related integrals
that do not have analytical solutions according to [15]. It was
computed numerically and then, using the inverse Fourier
transform (IFT), converted to a probability density function

k=—o0

- COs {v sin(6)
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Fig.4. PDFsof OQPSK and QPSK modulated signals compared to aGaussian
PDF.

(PDF) that is plotted as a solid line in Fig. 4, where z is
the instantaneous voltage and P(x) is its probability. The
characteristic function of a QPSK modulated signal such as
a single-channel forward-link CDMA signal is the same as
(9) with 7/2 omitted and cos(¢) replaced with sin(¢) in the
second brackets. Its PDF obtained by IFT is aso plotted in
Fig. 4 together with the PDF of NBGN for comparison. As can
be seen, the PDFs of OQPSK and QPSK modulated signals
significantly differ from the Gaussian PDF and, therefore, the
expansion formulas of the higher order joint normal moments
used in[2], [9], and [10] as part of the Gaussian approximation
cannot be used in analyzing distortions of these signals. The
joint moments of a CDMA signal applicable for a power series
analysis of distortions up to the third order were derived in
closed form in [16].

. XM ANALYSIS

Here, we derive an expression for the total XM power gener-
ated in the CDMA receive band by a weakly nonlinear circuit.
Thisisaccomplished by calculating the Fourier transform of the
autocorrelation of the third-order response of the circuit based
on aVolterra-series analysis.

Let the input signal z(t) of an RX circuit be

x(t) =g (t) + (1)

where j(t) = V;cos(w;t + v) is a single-tone jammer with
a constant amplitude V; and a random phase ¢ uniformly dis-
tributed over the interval (0, 27), and I{(t) = V, rmsc(t) iS
aTX CDMA leskage with a root-mean-square voltage V. wms
and ¢(t) defined by (3a). After passing through the circuit, the
jammer spectrum iswidened by the XM distortion generated by
the circuit nonlinearities. The XM distortion acts as an interfer-
enceto aweak desired signal adjacent to thejammer. Our goal is
to find the XM power that falls within the desired signal band.
Since the source of XM is the TX leakage, the analysis does
not require the presence of the desired signal and, therefore, the
latter will be omitted. Only its location relative to the jammer
will be considered.

(10)
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In ageneral case of acircuit with memory, the output signal
can be expanded in the following Volterra series [12]:

=3 wal(®) (11)
n=1
where
:/ m/ ba(re, ooy ) [ 2t =m0 dme
- - k=1
(12)
and b, (74, ..., 7,) isthe nth-order Volterra kernel describing

the circuit’s nonlinear impulse response of order n.

The TX modulation is transferred to the jammer by the odd-
order nonlinear termsin (11). Terms of order higher than three
will be neglected here since most RX front-end circuits operate
far below their 1-dB gain compression. The circuit impedances
will be assumed frequency independent within +27 B around
Wi, We, Wi — We, ad w; + we.

Asshownin Appendix C, thejammer XM is described by the
following two-sided spectral density function:

| ol =l
27 B

~IB3([w[ — W — We, We, Wj)

W Versms llwl = wjl

Sxm(w) = —5 27 B

(13)

for [lw|—w;| < 2w B, where Bs{w, w2, ws) isthethree-dimen-
sional Fourier transform of the Volterra kernel b3(my, 72, 73),
also known as the third-order nonlinear transfer function. It
can be derived using the harmonic input or nonlinear current
methods [12]. For a common-emitter stage shown in Fig. 5,
Bs(w1, we, ws) has already been derived and was published in
[6], [8], and [17]. The result presented in [6] is more general by
including the effect of the base—collector capacitance. Using
this result, we get

B1 (wg)H(wg)Al (wl)Al (CUQ)Al (w:;)

e(wr + wa, w1 + w3, wo + ws)

Bg((x)l, W2, CU3) =
(14)

where B;(w) is the linear transfer function (voltage gain) of
the stage, ws = w1 + wy + w3, H(w) relates the equivalent
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input third-order distortion voltage to the third-order distortion
response of the i nonlinear terms, A, (w) isthe linear transfer
function of x to v,

243 1 1 1

e(u, v, w) = BT 91+g(U)+91+g(v) +91+9(w)
(15)
. 1+ jwCy[Z1(w) + Zs(w)]
JwCiE +
o) = A58 ) as)
1/8+ jwrr + AESA®D) )“:r 7o)
Zy(w) = Zo(w) + jwCp [ Z1(w) Za(w) + Z1(w) Z3(w)

+ Z(w) Zs(w)] (17)
gn (n =1, 2, 3) arethe i, (v, ) Taylor-series coefficients, C; g
is the base-emitter junction capacitance, C,is the base—col-
lector junction capacitance, 7 isthe forward transit time, 3 is
the forward dc current gain, and Z,, (n = 1, 2, 3) are the ter-
minal impedances defined in Fig. 5. The third-order nonlinear
transfer function of a common-source stage is also described
by (14)—(17) with 7 = 0, [3 = o0, CjE = Cas, CH = Cap,
rg = rg, T = rs, and r¢ = rp, where the subscripts G, S,
and D stand for gate, source, and drain, respectively.
Substituting (14) into (13), we obtain

WPV s lw] — wj] llw| — wjl
Sy, _ j Ve, rms j _ j
() 4B 2 B < 2B )
4
| Bu(w)H (w;) A (w)] | Ar(we)]
s(lw[ — W, Wy — We, Wy +wc) (18)

If g(w) isconstant in the CDMA baseband (0, B), the XM spec-
trum in the linear scaleis outlined by two parabolas centered at
f;—B/2and f;+B/2,turned upside down and reaching zero at
fi— B, fj and f; + B, asshownin Fig. 6. This* double-hump”
XM spectrum shape is due to the CDMA signal statistics. By
contrast, the analysis based on modeling the CDMA signal as
NBGN predictsatriangle XM spectrum centered at the jammer
frequency [2].

The XM power in the adjacent RX channel is determined by
thejammer offset from the channel center frequency (f, = [ —
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f;) and by the channel filter bandwidth (5). When referred to
the source as the available power, it is given by

1 w;+27 B
Pxyy = — /
v

wr—7B

Sxm(w)
4Re(Zs(w))|Bi(w)

[2 dv  (19)
where a factor of two is included to take into account the neg-
ative frequency spectrum. The letter “U” in the subscript dif-
ferentiates the XM power in the RX channel above the jammer
frequency from that in the channel below f; (Pxar.). Assuming
that g(w) isconstant inthefrequency range (w, —# B, 27 B) that
will be denoted as wy,;,, we get

B\2 B
H(wp) Asw)]|Au(we)]*

2
. !E(wbb, Wi — We, Wy —|—wc)f

2
Pato = 48P, P2Re (Zs(w.))? 22 <§ _ &)

(20)

where P; and P. are the input-referred available jammer
and TX leakage powers equa to V7/[8Re(Zs(w;))] and
V2 ime/ [4Re(Zs(w.))], respectively. The equation for Pxyir, is
the same as (20), but with the minus sign in front of wy,y,.

XM distortion is often estimated from I1P3 because the latter
is easier to simulate or measure. The RX IIP3 is usualy eval-
uated in the RX band. If the two excitation tones are at w; and
w; + Aw, IIP3 for the upper-side intermodul ation termis given

in[6] as

1
6Re(Zs(w))) [H(w)) A1 (w)] s(Aw, Aw, 2w))
(21)

[MPsy; =

Solving for |H{w,)| in (21) and substituting it to (20) gives

XMU =

4P; P2 &(3 f0>2

2
S Jo Re(Zg(wc))
31IP3,; B

Re(Zs(w;))

2 B

'lAl(wC) :
A (wy)

e(Whh, Wj — We, Wi+ we) 2

e(Aw, Aw, 2w;)

(22)

This formula shows that the relationship between XM and 1P 3
isfrequency dependent and, therefore, ITP3 isnot alwaysagood
estimate of XM. Neglecting thisfrequency dependence and sub-
stituting £, = 0.9 MHz for cellular RXsand f, = 1.25 MHz
for personal communications system (PCS) RXs, we get

cellular RX

PCSRX
(23)

2.4,

PXM[dBm]:Pj+2Pc—2IIP3—{ 0
5.0,

where“U” inthe subscripts of Pxy and IIP 5 wasomitted to re-
flect the symmetry inthe XM and intermodul ation distortionsin
frequency-independent circuits. Equation (23) predicts 3.1 and
1.7 dB less XM power in a cellular and PCS channels, respec-
tively, than asimilar formuladerived using the Gaussian approx-
imation of the CDMA signal [2].
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IV. EFFECT OF OUT-OF-BAND TERMINATIONS
ON XM DISTORTION

Equation (18) provides an insight into how an amplifier can
be linearized. It shows that the XM distortion depends on the
circuit in-band impedances, i.e., those at w; and w, (funda-
mental frequencies), and out-of-band impedances, i.e., thosein
the CDMA baseband and at w; — w. and w, +w,. (second-order
mixing frequencies). The dependence on the out-of-band im-
pedancesisintroduced by e that describes the distortion contri-
bution of the second-order nonlinearity of the device transcon-
ductance g-. Even though the XM is the odd-order distortion,
the second-order nonlinearity still contributes to it by first gen-
erating second-order responses and then, after they are fed back
to theinput, mixing them with the fundamental excitations. Ina
common-emitter stage, the feedback paths are provided by the
emitter-degeneration network, the base—emitter and base—col-
lector junctions. If the operating frequency islow enough to ne-
glect the effect of the feedback capacitances at and below the
second harmonic frequency, in the absence of the emitter de-
generation, |e| = |gs|.

Examination of (16) and (17) shows that, if the terminal im-
pedances Z1, Z,, and Z3 have positive real parts, which is usu-
ally the case, Re(g(w)) is dso positive. Therefore, for RF am-
plifiers, |e] can be made less than |g3| provided that g3 is pos-
itive, i.e., the device exhibits gain expansion for small signals.
Thisisexactly the behavior of BJTs. Their out-of-band terminal
impedances can be selectively tuned so that the XM responses
of the self-interacting second-order nonlinearity cancel those
of the third-order nonlinearity according to (15). The resulting
XM distortion can theoretically be zero regardliess of the input
power.

Theoptimum Zg and Z;, in the CDMA baseband and at w; —
w. and w; + w, are found by setting ¢ to zero. To cancel the
XM distortion within the RX channel adjacent to thejammer for
different w. and w;,! g{w) that isresponsible for the frequency
dependence of e should be constant in the corresponding ranges
of the second-order mixing frequencies, i.e.,

glwpp) =1/7, wherew, — 7B < wy, < 27B
(249)
glwj —we) =1/p (24Db)
-1
393 r P )
e = (29 - g (24
gl; +we) <2g§ l+gr 1+gp g (240

where r and p are some constants in units of 2, and the
right-hand side of (24c) is derived to make ¢ zero. Equations
(24a)—(24c) are underdetermined and, therefore, have many
solutions for optimum out-of-band Zs and Z;,.

If g(—wp,) = g(wpy), the baseband second-order distor-
tion response from the TX leakage modulates only the jammer
amplitude resulting in a symmetrical XM spectrum (Pxur, =
Pxnu). If, onthe other hand, g(—cwi,i,) # g(ws ), the baseband
response modulates not only the amplitude, but a so the phase of
the jammer. The resulting XM spectrum will have asymmetry,

1Since the offset of the RX channel from the TX channel f,. — f. isfixed, as
defined inthe ANSI/TIA/EIA-98-D Standard, f; isequal to f. + 45 MHz £,
for the cellular band and f.. + 80 MHz % f,, for the PCS band
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i.e, Pxmr # Pxamu, and the XM noise cannot be cancelled
on both sides of the jammer simultaneously. Since g(—wy,,) IS
conjugate to g(wys, ), to avoid the XM spectrum asymmetry, the
bias circuit should be designed so that Im(g(ww1,)) =~ 0, i.e., its
reactances should be minimized in the CDMA baseband. There-
fore, » in (24a) and (24c) should be real.

The out-of-band load impedance affects XM due to the feed-
back through C,,. For atypical narrow-band RF circuit, Zz, is
much smaller than the impedance of C,, in the CDMA base-
band and at w; — w.. Thus, the feedback through C,, and the &f-
fect of Z, at these frequencies can be neglected. Furthermore,
by making p = », (24a) and (24b) can be combined into a
single equation for the optimum source impedance in the fre-
quency range (w, — 7B, w; — w,). For an inductively degen-
erated common-emitter stage with Z>(w) = 72 + jwlLo, the
solution of this equation is very accurately approximated by

ZS, opt (w) = /3 (T - 7)2) — 7B
—jwB[Lz + B(rp —rCig) (r—r2)]. (25)
The optimum source and load impedances at w; + w, are

found from (24c) with p = . If the BJT operates below the
high-injection region and above the low-current nonideal region

_Ic e e
g1 = Vi g2 = qug g3 = GVIQ” (26)
and 3g3/(293) = 1/g;. In this case, (24c) simplifiesto
2
g(w; +we) = (27)

— -1

anr
Three important observations can be made from (25) and (27)
as follows.

1) For agiven value of r, the optimum source and load im-
pedances &t w; + w. depends upon the BJT small-signal
transconductance ¢; that is proportiona to the collector
dc current. This dependence is undesirable and can be
minimized if r is chosen much smaller than 1/¢;.

2) Ifr <ro+rg/B, Re(Zs, opi(w)) inthe frequency range
(wo — B, w; — w,) is negative and cannot be imple-
mented without making the circuit unstable. On the other
hand, choosing » relatively large may force the solutions
to (27) to have negative real parts, which is not desirable
either.

3) The optimum source impedance at low frequencies
strongly depends on /3 that varies by over 50% over
process and temperature for a typical bipolar process.
This dependence may cause XM of an optimally termi-
nated circuit to vary by several decibels.

The presented analysis of the distortion cancellation is based
on zeroing Bs. The contributions of the fifth-order and higher
odd-order terms of (t) were neglected. Generally, these terms
are not cancelled by tuning Zs and Z;, at the out-of-band fre-
guencies that affect only Bs.

It should also be noted that, according to (20) and (21), the
out-of-band frequencies affecting XM are not the same asthose
affecting IIP 5. Therefore, tuning the out-of-band Zs and Z, for
the highest ITP3 may not necessarily lead to the lowest XM.
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Fig. 7. Schematic diagram of the 2-GHz LNA.

On a fina note, if one attempts to use the out-of-band
tuning of terminal impedances for a distortion cancellation in
a MOSFET biased in the strong-inversion region, the desired
result will not be achieved since g3 is usualy negative in
this region. The device must be biased in the subthreshold
or weak-inversion region where g3 > 0 and, thus, || can be
reduced below |gs| according to (15).

V. Low-DISTORTION 2-GHz LNA DESIGN

A schematic diagram of the designed 2-GHz LNA is shown
in Fig. 7, where the dashed box marks the boundaries of a dis-
crete bipolar transistor, and the inductancesinside the box (L s,
Lg,and L) model the bond wires. The componentsoutside the
dashed box areimplemented on aprinted circuit (PC) board. The
discrete transistor is biased at a 5-mA collector current from a
2.7-V supply. The operating frequency of the LNA was chosen
outside the commercial frequency bands just to demonstrate the
developed XM distortion theory. In a practical application, the
impedances of an external source and load outside the oper-
ating frequency range are not well defined. To avoid the XM
dependence on these impedances, they are decoupled from the
transistor terminals by the shunt A/4 microstrip lines A/ .; and
M Lj5. These lines are almost open circuits around 2 GHz and
do not affect the LNA in-band performance. For simplicity, only
the out-of-band source impedance is optimally tuned for low
XM. Theout-of-band |oad impedanceisfixed by M L such that
Zr{wjtwe) = jlwjtwe) Lo and Zp(wi,) = Zr(w; —w,) =
0 Q.

With the signal generator shorted to ground at w; + w., a
well-controlled nonzero real part of Zs(w; + w.) can only be
produced by aresistor in the input matching network. We found
that this resistor cannot be well isolated from the LNA input in
a wide-enough frequency range around 2 GHz and, as a resullt,
it degrades the LNA NF. To avoid the use of this resistor, the
alowed values of Zg(w; + w.) were limited to those with the
real part close to zero. For given Zr (w; + w.), this restriction
alowed us to solve (27) for » and optimum Im{Zs(w; + w.)).
Oncer wasdefined, Zs, o inthe (w, —7 B, w; —w.) rangewas
found from (25). Im(Zs, o (w))/w turned out to be a negative
constant in this frequency range.

The input matching network is designed to match the LNA
input to 50 2 around 2 GHz and to optimally terminate it at
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f; + f. of 4 GHz in the CDMA baseband and at f; — f. upto
50 MHz. M L3 ac grounded by Cs isused for in-band matching.
Zg inthe CDMA baseband and &t f; — f. is set by tunable R
in paralel with C,. The time constant of this RC network is
selected much smaller than 1/(w; — w,) such that Zg(w) =
R; — jwCyR? inthe (w, — 7B, w; —w.) range, where —Co R?
isequal to the desired negative constant Im(Zs o1 (w))/w. The
value of Cs is till large enough to provide a good ac ground
for M L3 and to isolate R; fromthe LNA input at 2 GHz. C5 is
the ac ground for R;. Rs isused to set the BJT dc-bias current.
Zs(w; + w,) isdefined by tunable M L, in parallel with M L.
M L, istuned by dliding the dc blocking capacitor C; along the
parallel portions of M L,. Since the characteristic impedance
of ML, is50 Q and MLy is an open circuit around 2 GHz,
the M L, tuning does not affect the LNA in-band input match.
The implemented source impedance is plotted as a function of
frequency and compared to the desired Zs ., predicted by the
theory in Fig. 8.

ML, inserieswith Lz is used to bring the conjugate input
impedance of the transistor closer to the source impedance
needed for the minimum noise figure (NF). L, and C form the
output matching network. Rs isused for LNA stabilization.

V1. MEASURED RESULTS

Measuring the XM distortion is complicated by the somewhat
high noisefloor of aCDMA source, the phase noise of ajammer
source, and the distortion introduced by a spectrum analyzer.
Fig. 9 shows the test setup developed to overcome these diffi-
culties. The combined CDMA and jammer signals are applied
to the DUT input and subtracted from its output. The variable
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Fig. 9. Test setup for measuring XM distortion.
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Fig. 10. Measured output spectra (P; = P. = —23 dBm).

attenuator connected to the DUT output and the phase delay of
the feed-forward network are tuned to cancel the jammer and
the noise from the sources around it. The jammer cancellation
alows the use of a high-linearity test LNA to bring the DUT
XM response above the spectrum analyzer noise floor without
additional XM distortion in the test LNA and the spectrum an-
alyzer. The feed-forward network should be well isolated from
the DUT signal path to prevent the XM distortion produced at
the DUT input from coupling to the output through the feed-for-
ward network and to prevent the DUT output signal from cou-
pling back to the input.

Fig. 10 shows two overlapped output spectra of the LNA
driven by ajammer with ; = —23 dBm and a1.23-MHz-wide
OQPSK CDMA signa with P. = —23 dBm. The solid lineis
the output spectrum with the source impedance tuned according
to Fig. 8, and the dashed line is the output spectrum of the same
LNA with R; = 10 k2 and R, adjusted such that the dc cur-
rent is the same in both cases. As can be seen, the optimum
out-of-band source tuning reduces the XM distortion by almost
30 dB for the given power levels. It aso significantly reduces
the spectral regrowth of the CDMA signal. The measured XM
spectrum has the “double-hump” shape, as predicted theoreti-
caly.

Fig. 11 shows the dependence of the output XM power
(Pxnv_ouT) on the input power of the jammer and the CDMA
signal. Pxny_our Was measured 600 kHz away from the
jammer in a 10-kHz band. With a nonoptimum out-of-band
source impedance, Pxyr_our Varies by 1 dB per 1 dB of the
jammer power and by 2 dB per 1 dB of the CDMA power
at low power levels. These slopes are due to the dominating
third-order nonlinearity. The described optimum out-of-band
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Fig. 12. Measured S-parameters versus frequency.

source tuning cancels this nonlinearity, and the resulting XM
distortion is produced by higher odd-order nonlinearities. That
iswhy the slopes of the XM power in this case are steeper.

The out-of-band source tuning did not affect thein-band gain,
NF, and input return loss of the LNA. Their measured values at
2 GHz are 16, 1.7, and —10 dB, respectively. The S-parameter
plot isshown in Fig. 12. The LNA IIP3 measured as afunction
of frequency and the source impedance is reported in [6].

VI1I. CONCLUSIONS

We have shown that a commonly used Gaussian approxima-
tion of a CDMA signal fails to predict the XM accurately. The
proposed system model of a CDMA signal showed that its sta-
tistical properties differ from those of NBGN and are respon-
siblefor the measured “ double-hump” XM spectrum shape. The
Volterra-series analysis demonstrated that the XM is affected
by the circuit behavior not only at the jammer and TX leakage
frequencies, but also in the CDMA signal baseband and at the
sum and difference of the excitation frequencies. Thisisalarger
set of frequencies than the one affecting IIP ;. As aresult, the
relation between XM and I1P3 is frequency dependent, and,
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therefore, ITP3 is not aways a good estimate of XM. The ef-
fect of the out-of-band circuit impedances on XM was investi-
gated on an LNA that showed a significant XM reduction when
itsinput matching circuit was optimally tuned outside the exci-
tation frequency bands. The measured XM power was not zero,
as predicted by the theory, because of the contribution of the
fifth-order and higher odd-order LNA nonlinearitiesto XM that
were ignored in the analysis.

APPENDIX A

In this section, the autocorrelation function of a reverse-link
CDMA signal and NBGN is derived.
For both signals, the autocorrelation of the in-phase compo-
nent ¢(¢) defined by (3b) is
Ry(r) = E{i(0)i(7)}
= Ey{ cos(8) cos(w.T + 6) }

- Ey { Z Z E{ipi} - sine(p/m — k)

sine(BT + ¢/m — l)} (28)

where Ey{ } and E,{ } are the averages over 6 and ¢, respec-
tively. Since 43, and ¢; are uncorrelated for & # I, only the
summation terms with & = [ will be nonzero and weighted by
E{i%} = 1. Using the following identity [14]:

> sinc(¢/m — k)sinc(Br + ¢/m — k) =sinc(Br)  (29)

k=—o0
we get

R;(7) = 1/2 cos(w,T)sinc(Br). (30a)
Similarly, for the quadrature component ¢(¢) of both signals

Ry(7) = 1/2cos(w,.T)sinc(BT). (30b)

The cross-correlation between i(¢) and ¢(¢) is zero because
their ssmples are not correlated. Thus, the autocorrel ation func-
tion of ¢(¢) and n(t) is

R.(1) =R, (1)
= E{[i(0) + a(O)i(r) + ()] }
= Ri(7) + By(7)
= cos(w.7)sinc(BT). (31)
APPENDIX B

In this section, the characteristic function of a reverse-link

CDMA signal is derived. By definition [11], this functionis
M(v) = E{ej'”c(t)}

— E{eg’wa)ewq(t)}

1 0277 a6 /: dgE; {0 LB, {10} (32)

~on2
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where E,{ } and E,{ } are the statistical averages over ¢; and
qr samples, respectively. Setting ¢ equal to zero, we get

Ei{eg’vxm}

= F; {exp

jucos(f) Z tpsinc(p/m — k)] }

k=—c0
= H EZ{ exp [jv cos(8)ixsinc(gp/m — k)]}
k=—o0
7 [1 , :
= H {5 exp [jv cos(6)(—1)sinc(¢p/n — k)]
k=—oc

+% exp [jv cos(8)(+1)sinc(¢p/m — k)] }

= H cos [v cos(f)sinc(p/m — k)].

k=—o0

(33)
Similarly,

Efe @y = ] cos [vsin()sinc(p/m — k + 1/2)].
k=—o0

(34)

Thus, the characteristic function of the CDMA signal is

L [ w D ()
M(v) = 3.2 /0 d9/0 d¢ k:l__loocos {v COS(Q); — /Wr}

cos(¢)
¢p—krn+7/2

where the sinc function was replaced by its definition and sim-
plified.

} (39

- cos [v sin(6)

APPENDIX C

In this section, the autocorrelation and spectral density func-
tions of the XM distortion are derived.

The autocorrelation function of the third-order term in the
Volterra-series expansion of the output signal (11) is

R, (7 E{yg Y3 t—i-T)}
= /_ / b3(T1, T2, 73)b3(T4, 75, T6)
Ry (11, - - H dy, (36)
where
Ryvr(m1, ..oy T {Ha:t—n t—i-T—Tg_H)}

37)

Interchanging the order of integration and expectation operators
in (36) can be easly justified [11]. Replacing «(¢) in (37) with
J()+ Ve, rmsc(t) splits R, into four types of termsasfollows:

RQZ‘"EQZ‘
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wherethefirst typeisdueto intermodulation of thejammer with
itself, the second type is due to intermodulation of the CDMA
signal with itself, and the last two types are due to intermodu-
lation of the jammer with the CDMA signal. Only the jcc-type
termsrelateto XM. There are 15 of them. Due to the symmetry
of the Volterra kernels [12] (neither permutations of 7, 72, and
73, NOr permutations of 74, 75, and 7¢ change the final result),
the jcc terms can be collected into two groups of identical terms
as follows:

Rjcc = 6Vc4rmSV2 cos [wj (1 — 72 ]/2
- Ble(=rs)elr — ra)e(r — 13)e(r — 76)}
+ 9Vc4mlSV»2 Cos [wj(ﬁ — T4+ 'r)] /2
B{e(=m)d—ra)elr —ms)elr = o)} (39)

where ¢ was set to zero for simplicity. It can be shown that only
the last nine terms in (39) contribute to XM. Replacing R......
in (36) with these nine terms and the Volterra kernels with their
three-dimensional Fourier transforms, we get

9V2‘/C4r11ls
Rxm(T) = / / Bs(wy, w2, w3)

- B3(wy, ws, we) H IR duy,

k=1
/ / cos [wj(m1 — 74 +7)]
6

c(—13)e(T — 75)cT — 'r(;)} H dry.

k=1

. E{c( —72)
(40)

Using the following result:

/ / cos [wj(1 — T4+ 7)] /T I dry dy
= 27T2 |:6(UJJ —+ wl)é(wj — w4)ejwj7'
Fé(wj — wi)d(w; + w4)6jw} (41)

and the sifting property of the delta function, (40) can be sim-
plified to

9V2‘/C4r1115
Rxwm{7) = / / dws dws dws dwe

’ |:B3(_wja wWa, («U3)Bg(wj’ Ws, wG)Cjij

+B3(w;, wa, ws)Bs(—wj, ws, we)e T

/ / d’/’gd’/’gd’/’gd’/’g

. (IWaTe LJWaTs LJWsTs LJW6Te

. E{C(—TQ)C(—Tg)C(T — 75)e(T — 'r(;)}. (42)
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The statistical average of the product of the CDMA signals
can be evaluated as follows:

}=B{(@+ @)@+ ) (@ + @) (0 + ) }
= E{i2i3i5i6 b REPE 4 2P P
+ i2i5q3q6 + i2i6q3q5 + i3i5q2q6
+ 0 + P}

E{CQC?’COC

(43)

wherec, ¢, and g stand for ¢(¢), i(¢), and ¢(¢) given by (38)—(3c),
respectively, and superscripts 2, 3, 5, and 6 indicate that the
corresponding signals are functions of —7,, —73, 7 — 75, and
T — 76, respectively. The products with an odd number of ™
or ¢™ multiplicands were omitted in (43) because their averages
are zero according to (4a).

Let
pr(t) =sinc(Bt + ¢/7 — k) cos(w.t + 6) (443)
si(t) =sine(Bt + ¢/m — k + 1/2) sin(w.t +6)  (44b)

Dr(t) = dppr(t) and 85(t) = grsw(t) where, as before, 45, and
g are independent random numbers € {—1, +1}. Equations
(3b) and (3c) can then be rewritten as

ity=> pult)= ixpi(t) (453)
k=—o0 k=—oc0

at)= Y HO =D g (45b)
k=—oc0 k=—oc0

Substituting these definitions into (43), we get

>

k,l,m,n

2 A3 5 5 .6

2356 ~6 a2 a3 Al
E{cc’c’’y =F PPl PP T 5351505y,

~2 A3 45 A6 22 2543 46
“PrPrSmSn + PrPrSmSn
~2 643 45 3 ~5.2 -6
*PrPrSmSn + PrPrSmsSn

3 A6 A2 A5 5 G A2 A3
*PrPrSmSn + PrPrSmSn

(46)
where the meaning of the superscriptsisthe sameasin (43) and
the summation operator with four indexes denotes four inde-

pendent infinite sums over these indexes. Using the correlation
properties (4a), it can be shown that

EY D

k,l,m,n

Pl Do,

= Eo,6 8 > PipipiP; + Pipipip
k1

+PRPADi D] — 2PADAPDY (47)

The correction term —2p? p3 p? p$ appearson theright-hand side
of the above equation because it was counted three timesin the
first three terms. Since the fourth-order moment of 4; is one
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accordingto (5), the correction had to be applied. Itisinteresting
to note that, if ¢; and q; were Gaussian noise samples, their
fourth-order moment would be three according to (6) and no
correction would be needed.

Dueto the symmetry of the Volterrakernels, permutations of
T and 73 or permutations of 7; and 75 should not change the
final result. Therefore, the second and third summands on the
right-hand side of (47) can be combined reducing (47) to

EY D

k,l,m,n

~2 2325 A6
PpPiPmPr

=Epu3 > PiDinini+2pinipip — 2pipiriph o- (48)

k1

The remaining products in (46) can be evaluated similarly re-
sulting in

E{PPEY =Ey 4 4 > pipinint + 20ipipipy
k1
— 2D DAPAPS + SiShSy ST

2.5.3.6 2.3.5.6

2356, 2356
+ PrPrSI ST + SiSkPr D

+ 4pkpRsi sy (49)

The underlined terms contribute to the XM distortion and the
rest contribute to the gain compression or expansion of the
jammer. Further on, we will concentrate on the former ones.

Theaveragesof productsin (49) can beevaluated directly ina
closed form using symbolic math, aswasdonein[16]. However,
in this particular case, the result is very lengthy and difficult to
use. Instead, we will recognize that the multiplicands in each
product depend only on the corresponding delays (72, 73, 75,
and 7¢) and, therefore, can beindividually integrated over these
delays with the corresponding exponential terms from (42) as
follows:

.

pr(t — T)ej‘” dr
ciw(Bt+¢/m—k)/B

2B

4 il —wa(@/m—k)/ Bl We +w
{6 < 2n B

jlo—we(d/m—k)/Blpy [ Ye — ¥
te < 27 B

} (50a)

/ sp(t — 1) dr
- bejw(F)'t-I—gﬁ/ﬁ—k—l—l/Q)/B
-’ 2B
. {C—j[e—wc(¢/ﬁ—k+1/2)/8]n <wc + w)

2B
_Jlo—we(#/m—k+1/2)/BI] <wc — ”)} (50b)

21 B
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where I1(~) istherectangle function [14]. After integration, the
multiplicands with the same summation index are multiplied
and summed. For example, the product p2p; of the second and
ninth summands in (49) can be evaluated as follows:

/ pk(—TQ)CijTQ dTQ/ pk(’/‘ — T5)6jw57—5 dT5
eilwztws)(@/m—k)/B pjwsT

(2B)?

: {e—ﬂ[@—wc(wﬂ—k)/ﬂlﬂ <w2 ::;2> - <w2 ::;)
L e/ m R/ B <%) I <w2 ;;)
+n (%5501 (%)
(%55 (55"

The summation is performed on those multiplicands of the
above equation that depend on k. For example, the last two
summands in the braces are scaled by exp[—jk(ws + w3)/B].
Recognizing that this quantity is the Fourier transform of a
delta function, its infinite sum can be evaluated using the
Poisson sum formula

(51)

oo

2.

k=—o0

C*jk(wz-l—ws)/B =2nB Z 6(w2 + wy — 27an)

(52)

Using the following identity [14]:
z—a z—b\ a—>b z— (a+b)/2
H( Az )H< Az ) _H<2AZ>H<AZ—[a—b[>

(53)
it can be shown that the last two summands in (51) are zero
outside (wo+ws — 27 B, wo+ws+27 B) interval and, therefore,
multiplying them by the infinite sum of delta functionsin (52)
leaves only §{wa + w3 ) in that sum.

After evaluating all underlined productsin (49) using the de-
scribed methodol ogy, they are averaged over € according to the
rule Eg{tjn6} = 0, where n is an integer. Substituting the
evaluated and averaged products of (49) into (42) and keeping
only the terms centered around w;, we get the following auto-
correlation function of the XM distortion:

B
Bg(UJj, UJc—i—u, —We — U)

2(27TB)2 —nBJ—7B

-cos [(wy +u — v)7]

9‘/}2‘/(:4 B
Rxm(T) = 5 /

1
. {Bg(—wj, —We — U, We F V) — —=

2rB
7B
- / Bg(—(uj,
—7B

z—u—+v
II{ — z .
< 5 B >d7} du dv

—we — 2, We + 2 —u+v)

(54)
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Theintegral in the braces is due to the correction terms of (49),
—2p3ipipips and —2sisisysS, that distinguish the CDMA
signal statistics from those of NBGN.

The PSD function of XM is

Sxm(w) = /_O:o

where S5y (w) = S¥y(—w) and

Rxm(r)e™ 7 dr = STy (w) + Sy (w)
(55)

2174 ~B
. 9‘/1 ‘/c, rms B
—7 " 3(wj, WetU, W —wj —we — u)

S}E\q(w)— 1 B2 5
U+w; —w
g iTwi v
< 27 B )
-{Bg(—wj, —We — U, —wHwj+we +u) —
wB
|
Ztw; —w
H< 5B ) dz} du.

B3 depends on the circuit impedances at the frequency argu-
ments and their linear combinations. Assuming that the circuit
impedances are frequency independent within +£2x B around
Wi, We, wj — we, aNd w; + w,, (56) smplifiesto

_ 9‘/]'2‘/(:%14115 [UJ - U—)j[

+ _ [UJ _ wj[
Snlw) = =g 2 B <1 2B )

-[Bg(wj, Wey W — wj — wc)[2 (57

1
2n B
By(—w;, —w. — 2, —w +w; +w. + 2)

(56)

for jw —w;| < 27 B. Thefactor jw — w;| /(27 B) that isrespon-
sible for the XM power drop to zero at w = w; comes from the
term in the braces of (56). Note that (57) was derived without
any assumptions regarding the circuit behavior in the CDMA
baseband.
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